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Object Detection with Mask RCNN for Holstein and Angus Cows

Anonymous Authors1

Abstract

The Dairy Industry is a critical aspect of agricul-
ture as it is a billion-dollar industry. This industry
makes the U.S. the world’s largest producer of
dairy and beef products according to the United
States Department of Agriculture. Needless to say,
cattle’s well-being is paramount to the survival of
this industry. However, contagious diseases pose
a major threat and have been known to decimate
cattle farms. Therefore, farmers must identify
infected animals from the healthy ones. And it
must be done in a quick and efficient manner. One
of the most efficient methods to solve this issue
is Visual Analysis. This is because sick animals
behave differently, and their behavior can be ana-
lyzed visually. Therefore, to solve this problem I
propose using Mask RCNN for this project. Mask
RCNN is an object detection and instance seg-
mentation method that is an extension of Faster
RCNN.

1. Introduction
For this project, researchers are looking for particular ac-
tions or data that are tell-tale signs about sick or injured
animals. This includes how many times a cow eats grains,
or walks up to the food area, tracking the speed of the cow,
and tracking the position of the cows. Furthermore, the data
that the researchers have given us is in the form of a video,
and therefore, we have to create something that works for
videos. The reason for using Mask RCNN is that it uses
the weights from coco and already has been pretrained to
recognize cows. However, the main reason for using mask
RCNN is that I have seen multiple people use this method
successfully. Therefore, all these points led me to believe
that this was the ideal method to use for cow detection and
tracking.
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2. Project Breakdown
2.1. Initial Findings

Here I detail what inspired me and what initial research I
did in order to create my project.

2.2. Changes

In this section I detail the different changes I made to exist-
ing architectures.

2.3. Issues

Here I talk about the different challenges and problems I
faced while making this project.

2.4. Future Goals

I lay out future goals so that someone can take over this
project is necessary.

2.5. Reflection

Here I detail whether taking this course of action is the best
way to go and also lay out some alternative ideas that might
be more efficient.

3. Intial Findings
3.1. Neuromation

I was first inspired to use the Mask RCNN after reading
about this company, Neuromation, and their success of track-
ing cows. Their project statement is very similar to ours
in that they would like to track cattle and determine any
injuries or sickness from cows. However, they used drones
to track cows rather than a still video looking at a cage. So
therefore, their data would not be useful. However, looking
at the different images using different models (which can be
seen in Figures 1-3), we can see that when they retrained the
model with just cows they gained a higher accuracies. There-
fore, I thought it would be a great idea to try to reimplement
their work but with out data.
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Figure 1. detection of cows using YOLO detection

Figure 2. detection of cows using MaskRCNN detection

Figure 3. detection of cows using retrained MaskRCNN detection

3.2. MaskRCNN

Before using the Mask RCNN I wanted to go in more depth
about what it is and how it works. There are two stages of
Mask RCNN. First, it generates proposals about the regions
where there might be an object based on the input image.
Second, it predicts the class of the object, refines the bound-
ing box and generates a mask in pixel level of the object
based on the first stage proposal. Both stages are connected
to the backbone structure. The backbone structure used in
this case was the FPN style deep neural network. The FPN
style because it maintains strong semantically features at
various resolution scales. Another reason I went with Mask
RCNN is because it had already been trained on cows and
will therefore, hypothetically, be able to detect cows from
our data set.

Figure 4. Architecture of Mask RCNN and the different stages
included

4. Changes
4.1. MaskRCNN used for Videos not Images

Since Mask RCNN works only on one image at a time, as
seen in Figure 5, I implemented a program that used the
Mask RCNN to create a video. One of the first changes I
made was treating every tracked object as either a cow or
person. Sometimes, the mask RCNN detected one of the
cows as a sheep as seen in Figure 6, however, we know for a
fact that there are only cattle and people present in the video,
and therefore, I decided to change all the detected classes
as cows. First, I ran the Mask RCNN on one image, and
stopped it during the second stage just before it overlays the
pixel level segmentation and extracted the bounding boxes
from it. Then I rendered the bounding box over the cows
rather than the max and also saved the values in a file. I
repeated this process for all the images and then combined
them to create a video. However, you can see in the Figure
7, that this model does not do a good job of detecting all the
cows in the image. Therefore, I tested the Mask RCNN on
some cropped image. The cows in the back were not being
detected, however, after cropping the image and focusing
on those cows it detected better as seen in Figure 8. After
seeing the entire video, it seemed that the Mask RCNN was
not able to detect sitting cows or cows clumped together
as well. However, after cropping the image and focusing
on just laying cows it seemed to detect laying cows with
higher accuracies as seen in Figure 10 . Yet, looking at the
extracted data from the regular images, I saw that it had
detected 20 cows, but the researchers estimate that there are
50-60 cows. Therefore, I now had to retrain the model to
detect only cows and also detect cows that were clumped
together and overlapping.

Figure 5. segmentation done on image using Mask RCNN

Figure 6. Mask RCNN detecting cow as sheep
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Figure 7. Mask RCNN detecting cows on videos or series of im-
ages rather than one image

Figure 8. segmentation done on cropped image with cows in the
back of the pen using Mask RCNN

Figure 9. segmentation done on Angus cows using Mask RCNN

Figure 10. segmentation done on cropped image with cows laying
down using Mask RCNN

4.2. Existing Repository

When researching how to train the model I found a repos-
itory that had already retrained the model on a cow data
set. This cow data set included challenging image which
were: overlapping cows, partial occlusion, similarity be-
tween cows and background, and bad lightening. The two
that was important to me was the overlapping of the cows
and partial occlusion since I believed that was the main issue
in our dataset as well. Therefore, I tried using the repository
to retrain the model.

5. Issues
For issues, I previously talked about the current Mask
RCNN model that couldn’t detect all the cows in the image
and thus the need to retrain the model. However, retraining
the model was the most challenging part of this project. In
order to get the training model to run, I had to change the
Cow Data class in repository, which was the class used just
to retrain the model, change the backend libraries of Tensor-
Flow and Keras, various functions used, and also changing
the number of losses used where the repo had used 5 losses,
and I just used the mrcnn class loss. However, after get-
ting the training script to work it took a very a long time
to retrain and therefore, I got disconnected and kicked off
of Google Colab after a couple of hours. In addition, I did
not have enough time to do my own annotation for our own
data set.

Figure 11. Image from data set of Cows used in existing repository

Figure 12. Existing repository’s data set included images of partial
occlusion, overlapping of cows, and different colors of cows

6. Future Goals
For this project, future goals include annotating the data set
we currently have and retrained the model from our data.
There are also three different types of data or videos which
include different cow species which is Holstein, Angus, and
a mix of Holstein and Angus cows. I believe retraining the
model on an annotated data set from the videos provided,
would be a success since so many people have reproduced
similar success with different data sets. However, I have
laid out some doubts about using specifically Mask RCNN
and gave some ideas about different models to use.

• Email: vaaCowTracking@gmail.com

• Password: vaatrackCows2020
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7. Reflection
Reflecting on this project I learned that using pytorch in-
stead of an existing repo would have been better to use.
Pytorch already has the model and certain settings already
created and therefore would have been easier to use instead
of changing backend libraries or a repo’s files. Also, reflect-
ing on this project, I am thinking about whether or not the
Mask RCNN is worth it. It is accurate in finding an object
and rendering pixel level segementation, and even though
I was not able to reproduce the results, if it is retrained
on just a cow data set, it would work more accurately in
finding all the cows. However, in order to produce a single
image it takes quite a bit of time, and to make a video that
is around 1 minute it took a couple of hours. However, it
seems that researchers are looking for real time data and the
mask rcnn might not be the best to use. When critiquing
my project, a grad student suggested using faster RCNN. I
do not know much about faster RCNN, but Mask RCNN
is a derivative of it. However, it does not seem it has been
trained on cow data and one will most likely have to start
from scratch. After finding the right architecture, I advise
the next person to also start annotating the data at the same
time as well–training takes a long time and it would be best
to use that time annotating data.
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